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Abstract
In this work, we address the problem of having an accurate

colorimetric characterization of a scanner for traditional posi-
tive film in order to guarantee the accuracy of the color informa-
tion during the digitization of a movie. The scanning of a posi-
tive film is not an usual task, however it can happen for cultural
heritage purpose. Art-movies, are often created and stored as
positive-film in museums. One of the problems one can face for a
colorimetric characterization is to have a reasonable number of
measurements from an item. In this work we succeeded in having
a reasonable accuracy with just a few number of measurement
(typically 4 to 7∆E∗

ab units with 2 to less than 10 measurements).

Introduction
While the common process for digital cinema tends to scan

negative films, in some cases it can be necessary to scan positive
films, such as for cultural heritage conservation. Indeed, muse-
ums own positive copies that are sometimes the only original still
available. A recent research thematic at the C2RMF (Centre de
Recherche et de Restauration des Musées de France) is to ad-
dress problems linked with film obsolescence in contemporary
art [1, 2, 3]. Within this thematic, we are focussing on art movies
digitization and rendering through a digital media. The goal is
to evaluate the differences between an original artist’s film pro-
jection and its digital copy. We then want to quantify the impact
of these technological changes on film reception from an art his-
tory point of view and study how to minimize those differences if
necessary. The possibility of using a digital copy for exhibitions
or for conservation could then be seriously discussed.

Films in museum collections can be several decades old
(sometimes from the beginning of the 20th century). While work-
ing on their digitization, one of the major problems faced is the
lack of information on the substrate (type of film, dyes, speed,
use, etc.) because these silver halide films are now obsoletes and
their technical characteristics are forever lost. We could measure
those films to refind a part of the technical data, but there is no
color chart on them to do it properly and the risk of damaging
a unique artwork while manipulating is too high so we would
limit action to the minimum. Moreover, most movies are printed
on different films. That makes the color characterization of the
couple scanner - artist film difficult.

Colorimetric characterization of scanners has been widely
studied the last twenty years, and different valid solutions have
been proposed [4, 5]. One of the remaining challenge is to reduce
the amount of measurement required.

Some works have been performed in order to design the op-
timal set of spectral stimulus (data set) to measure and acquire in
order to limit the number of measurements [6]. However, these
data set are mostly purpose dependent, and can be different from
one goal or method to another. Nevertheless, these works have
given birth to some charts that are now widely used for scanner
characterization, such as theKODAK Q−60T M chart.

In parallel, some works addressed the problem of having
different configurations (changing in papers, inks, etc. of the in-
put to the scanner) working with the same color characterization
model, which is specific to a given set-up [7].

On another hand, some works have been completed the last
years in order to transform the colorimetric characterization of
printers using a reduced measurement number, depending on the
configuration used (changes of paper, ink, toner, etc.). Balasub-
ramanian and Maltz [8] proposed to use a local linear transform
to modify the model, reaching good results. Littlewood and Sub-
barayan [9, 10] studied different global transforms.

The model proposed by Noriega et al. [11] is the only cin-
ema scanner specific work we are aware of. It proposes to design
first a physical model to pass from a negative density to a positive
film density. The second step is the establishment of a 3D LUT
(Look Up Table) based model with different interpolation meth-
ods. However, the problem of changes between dyes and films is
not addressed.

In this work, we present a simple mean to reach a reasonable
colorimetric accuracy while digitizing film movies. It is based on
the establishment of a generic 3D LUT model based on one given
film, which is then transformed through a linear application to fit
with the film of the movie. This transform is based on only a few
number of measurements, typically 2 to 10 homogeneous area
taken on the actual film were enough to see the convergence of
the algorithm.

In the following, we first introduce our colorimetric charac-
terization model, then we show how we decided to transform the
model. We evaluated the feasibility of our method, we used two
positive films of the Gretag Macbeth DC Color Chart chart taken
with the same camera and scanned with the same desk scanner.

Method used to build the generic model
We first need to build a generic colorimetric characteriza-

tion model from a color data set measured on a film and their
corresponding digital RGB values after scanning.

The color data set can be created either in shooting series of
color patches with a camera generating a positive film, or using
a cinema imaging device to create directly a positive film from
digital data. The resulting positive film is then measured with a
spectroradiometer to obtain spectral transmission curves and also
scanned to obtain RGB corresponding data.

A colorimetric characterization model can be established
based on the computation of the CIEXYZ tristimulus values from
the spectral measurements with the choice of an illuminant (here
D65), with an interpolation based on polyharmonic splines, a
subset of Radial Basic Functions.

The use of this interpolation technique is not new in color
imaging, and has been studied and used successfully with print-
ers [12] and displays [13] color characterization in the past
decade.

To evaluate the result of this model, we considered two films
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with different characteristics, a KODAK Ektachrome 400 EPL
5075 and a FUJI RM 135 Sensia 200 (referred as film A and
film B in the following). We used the same camera, an Olympus
OM1 with a macro lens, to shoot a Gretag Macbeth DC Color
Chart with the same illumination in a Gamain viewing booth.

Then, we used the about 180 color patches from the Gretag
chart to build the models and we evaluated the results on each
film using a leave one out approach. Results are presented on
Table 1. We observed that the Maximum error is high, 30∆E∗

ab
(referring to∆E 1976). This is due to the leave one out process.
This situation could happen in a practical situation if the chart is
not covering enough of the “gamut”1 of the camera or scanner.
However, the mean and median results are low and good enough,
considering the few number of measurements we used, to show
that this model can be used in practice.

Model adaptation
Since we want to evaluate the colorimetric values of the col-

ors of an art movie, we need to have a model that characterize this
movie. To get measures from these movies is a tough task, either
because of the lack of uniform color patches and because of the
difficulties to manipulate these films since they are fragile. Thus
we could measure at the most only a few data on each movies.

We first evaluated the use of a generic model established on
another substrate, performing simply a scaling of the CIEXYZ
data. The scaling process is just based on the normalization of
the two data set in XYZ color space. However, as one can see
on Table 2, this process leads to an error that is not acceptable
for our purpose. In using only a scaling of the data, the model is
showing an average error of about 10∆E∗

ab units while applied
on another film.

The leading idea of this paper is to use a really small amount
of data to modify a generic model, based on a film with possible
different features (age, dyes, etc.), in order to make it to fit with
the film we need to consider.

Such methods have been explored for printers. In different
works, methods to transform models have been explored. Little-
wood and Subbarayan [9, 10] have shown that a global transform
is a good mean to transform the model. Looking at their results,
it appears that a linear transform is the best among the methods
they tested and does not require too many data to be designed.

Following them we consider to use a linear transform.
We decided to work in CIEXYZ color space for its linear

behavior considering additive and distributive properties.
We first normalize our colorimetric values, so we perform

an intensity linear scaling.
We then design a colorimetric transform based upon a 3 ma-

trix and on an offset modification. We retrieve the parameters
through an optimization process.

A colorimetric value output of the model will then be mod-
ified such as follow:

C = PC′+O (1)

such as:
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with C = [X,Y,Z]T the predicted tristimulus colorimetric
values and a linear transform applied toC = [X′

,Y′
,Z′]T the pre-

1The area of a color space where a camera does not show too much
metamerism
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Figure 1. Histogram of the errors induced by the model on film A.
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Figure 2. Histogram of the errors induced by the model on film B.

dicted values from the generic model.a,b,c,Oa,Ob,Oc, param-
eters that are resulting of an optimization process based on a few
number of measurement.

Results and discussion
We evaluated the original model using the leave one out

method. The average error was found around 3. This error over-
estimate the inaccuracy of the model since the leaving data is
not used to establish the model. The maximal error is misleading
since some patches to evaluate the model can be out of the “leave
one out model gamut” and use an extrapolation.

Table 1 : The polyharmonic splines model applied to film A
and film B. We used a leave one out method to estimate the
accuracy since we do not have too many data.

∆E∗

ab film A film B
mean 5.08 3.41

median 3.23 2.46
max 30.10 25.90

std dev 4.68 2.92

While using this model to characterize the other film, we
observed similar results than on printers. In using only a data
intensity scaling and the same characterization model, we obtain
a ∆E∗

ab average error of around 10. Results are shown in Table 2
and on Figures 3 and 4.

This error is reduced to an average error of 5 to 7∆E∗

ab or
a median error of 4 to 6∆E∗

ab while adjusting the model with a
linear transform based on a few number of measurements (See
Table 2, Figures 5, 6 and Figures 7, 8).

Figures 7 and 8 show the convergence of the process while
increasing the number of measurements. We converge with 2 to
6 measurements in both tested cases. We still observed a max-
imum error really high for patches outside of the gamut of the
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Figure 3. Histogram of the errors induced by the model on film B while

applying the model generated from film A.
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Figure 4. Histogram of the errors induced by the model on film A while

applying the model generated from film B.

Table 2 : The polyharmonic splines model generated on film
A (film B) and applied to film B (film A) with or without trans-
forms.

∆E∗

ab film B through film A through
model A model B

Scaling mean 9.54 9.69
median 8.84 8.22

max 44.54 34.97
std dev 5.27 5.86

Linear mean 5.22 6.40
transform median 4.07 5.04
10 data max 42.24 29.83

std dev 4.95 4.88
Linear mean 5.18 6.39

transform median 4.03 5.17
with offset max 42.11 27.63

10 data std dev 4.91 4.80

original couple scanner/positive film data set. We can notice that
the maximum error is following in one case a smooth behavior
instead of on the other case, where it oscillates. We can also no-
tice an effect at the level of 3-4 measurement, where we can see
an increasing error. This is due either to the optimization process
and to the choice of measurements. There is some investigation
to make on the choice of the color samples to measure in order
to get a good fitting.

Table 2 shows also that adding an offset is not necessarily
making the model fitting better. We do not discard this consider-
ing that with some scanner or some films it can have an impact
on the result.
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Figure 5. Histogram of the errors induced by the model on film B while

applying the model generated from film A modified with 10 measures taken

on film A.
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Figure 6. Histogram of the errors induced by the model on film A while

applying the model generated from film B modified with 10 measures taken

on film A..
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Figure 7. Graph showing the evolution of the accuracy of the refined model

for a linear + offset transform for the model based on film A and applied on

film B. The average error decrease and converge after a fitting based on 2

measurements. The maximum error is stable.

Conclusion
We demonstrated that it is possible to have an accurate col-

orimetric calibration of a positive film using just a few number of
measurements to adapt a general model to a given positive film.
The required number of measurement was typically 4 to 6. Our
method is robust with a changing of dyes, quality of film, etc. We
reduced the error from 10∆E∗

ab using a simple intensity scaling
and a generic model to around 5∆E∗

ab when using a linear trans-
form to fit the generic model to a given film, which is reasonable
for our application.

In a next step, we will test this method on other scanners to
assess the robustness of this method. Our near future work will
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Figure 8. Graph showing the evolution of the accuracy of the refined model

for a linear + offset transform for the model based on film B and applied on

film A. The average error decrease and converge after a fitting based on 4

measurements. The maximum error is unstable and oscillate between 30

and 40.

then show that it can be applied in practice to the digitization of
art movies in museum collections.
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