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Abstract—Due to hardware limitations, multispectral videos
often exhibit significantly lower resolution compared to standard
color videos. These videos capture images in multiple bands
of the electromagnetic spectrum, providing valuable additional
information that is not available in traditional RGB images. This
paper proposes a Bayesian approach to estimate super resolved
images from low-resolution spectral videos. We consider adjacent
frames from a video sequence to provide a super-resolution
image at a time. We include in our proposal the motion between
adjacent frames and unlikely to the literature, we estimate
the blur and noise while reconstructing the higher resolution
image. Experimental results on spectral videos demonstrate the
effectiveness of our approach in producing high-quality super
resolved images.

I. INTRODUCTION

Multispectral imaging has become a major asset in
various fields such as remote sensing, medical imaging, and
surveillance. However, the acquired images are often of low
resolution, which limits their usefulness in applications that
require high-quality images. Super resolution (SR) techniques
aim to overcome this limitation by reconstructing high-
resolution images from low-resolution ones. In their work,
Nasrollahi and Moeslund [1] emphasized the importance of
conducting a comprehensive literature review in this particular
domain.

While significant progress has been made in the field of
spectral image super resolution [2], achieving high-quality
super resolution for multispectral video sequences remains a
challenging task. Theses challenges arise from various factors,
including arbitrary motion of objects and cameras, unknown
noise levels, and the presence of motion blur and point spread
functions that introduce unknown blur kernels. Prior work
often relied on oversimplified assumptions, assuming simple
parametric motion forms and known blur kernels and noise
levels. However, these assumptions do not hold in practical
scenarios, making the super resolution problem more intricate
and demanding a more comprehensive approach. Therefore, to
develop a practical super resolution system, it is necessary to
simultaneously estimate the optical flow [3], noise level [4],
and blur kernel [5] ,in addition to reconstructing the high-
resolution frames. Since each of these sub-problems has been
thoroughly investigated in the field of computer vision, it is
natural to integrate them into a unified framework without
making oversimplified assumptions.

In this study, we introduce a Bayesian framework
using Maximum A Posteriori knowledge (MAP) [6] for
reconstructing super resolved multispectral images from low-
resolution multispectral videos. Our method takes advantage of

the temporal, spatial and spectral correlation between adjacent
frames to enhance the super resolution process. Using a
sparsity prior for the high-resolution image, flow fields, and
blur kernel. The MAP inference iterates between optical flow,
noise estimation, blur estimation, and image reconstruction
to estimate the optimal values for these parameters. This
approach enables us to handle different types of blur kernels
and noise models, making our method adaptable and robust
in a range of scenarios. Despite different noise levels and
blur kernels, our method successfully reconstructs both large-
scale structures and small texture features in difficult real-
world sequences. The remainder of this paper is organized
as follows. In Section 2, we provide a review of related
works in the field of spectral super resolution, highlighting
the limitations of existing approaches. This review serves as
a foundation for understanding the motivation behind our
proposed Bayesian framework. Section 3 presents the core
of our method, focusing on the image reconstruction process
using the Bayesian MAP approach. We describe the key
components and their interplay in achieving high-quality super
resolution for multispectral video sequences. In Section 4,
we present the results obtained from applying our Bayesian
framework to real-world multispectral video sequences. We
discuss the performance of our method and provide in-depth
analysis and discussions on the reconstructed super-resolved
images before to conclude.

II. RELATED WORK

A variety of methods have been developed for multispectral
super resolution, based on different mathematical models, deep
learning architectures, or physical priors. In this section, we
provide a review of some of the most representative methods
in this field, organized by their underlying principles and
approaches.

A. Single Frame Super Resolution

Super resolution from a single frame has been an active
area of research in computer vision. Chang et al. [7] made
significant contributions to the field, and their work serves as
an important foundation. Early research in super resolution
addressed the ill-posed problem of reconstructing high-
resolution images from low-resolution frames [8]. Schultz
et al. [9] utilized spatial priors to overcome the absence
of constraints. Bascle et al. [10] considered motion blur
using an affine motion model, while Hardie et al. [11]
jointly estimated translational motion and the high-resolution
image. However, these motion models have limitations in
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Fig. 1: super resolution diagram. To create the observed low-resolution multispectral sequence, the high-resolution
sequence is downsampled, each frame is smoothed with a blur kernel, and corrupted with an uncorrelated noise.

capturing the complexity of real-world sequences. Baker and
Kanade [12] proposed an approach using optical flow and a
parametric motion model to handle motion in super resolution.
Fransens et al. [13] introduced a probabilistic framework based
on Expectation-Maximization algorithm, but their assumptions
about blur kernels and Gaussian priors may affect edge
preservation. Recent advancements in optical flow, such as
those presented by Brox et al. [14], have provided more
reliable techniques based on sparsity priors. On a different
scoop, deep learning-based approaches have shown promising
results in super resolution of images and videos. However,
these methods require a large amount of training data and
are computationally expensive [15]. Moreover, Multispectral
database are still limited, compared to the RGB database [16].

B. Multi Frame Super Resolution

Super resolution techniques that utilize video sequences
or multiple frames have also been explored. Irani et al. [8]
proposed a method for enhancing the physical spatial
resolution of multispectral images through logical reallocation
of spectra. Takeda et al. [17] employed 3D kernel regression
inspired by the non-local means technique for video denoising,
exploiting spatiotemporal neighboring relationships for video
up-sampling. While their technique still requires motion
estimation in locations with significant motion, it offers a
different approach to super resolution from video sequences.
Liu and Freeman [18] developed a video denoising method
with accurate motion estimation despite heavy noise. We aim
to leverage these advancements in optical flow for more precise
super resolution in our work.

In the domain of multispectral image super resolution,
Vega et al. [19] proposed a Bayesian approach for super-
resolution reconstruction of multispectral images using
pansharpening. Pansharpening is the process of fusing high-
resolution panchromatic and low-resolution multispectral
images to create a single high-resolution color image.
The proposed method incorporates prior knowledge on the
expected characteristics of multispectral images, including
smoothness within each band and correlation between

bands. Zhi-Wei et al. [20] introduced an algorithm called
SRIF (Multispectral Image Super-Resolution via RGB Image
Fusion and Radiometric Calibration) that fuses low-resolution
multispectral images with high-resolution RGB images to
reconstruct high-resolution multispectral images. However, the
linear relationship assumption between multispectral and RGB
images may not always hold true, and the requirement of
both low-resolution multispectral and high-resolution RGB
images can be limiting. Lanaras et al. [21] developed a convex
optimization method for improving the spatial resolution
of lower-resolution bands in multispectral images. Their
adaptive regularizer preserves edges and learns discontinuities,
assuming these discontinuities are located in the same
positions across all bands, which may not always hold true
in practice.

III. MULTISPECTRAL SUPER RESOLUTION: IMAGING
PIPELINE AND PARAMETER ESTIMATION

Our objective is to recover the high resolution sequence
{I} from the low resolution sequence {J}. In order to take
advantage of multispectral video, we attempt to estimate the
super resolved frames Ii using the neighboring low resolution
frames Ji−1, Ji, Ji+1. We consider that the low resolution
frame Ji is the result of down-sampling of Ii, smoothed
with a blur kernel and corrupted with noise. Furthermore, we
assume that the noise and kernel blur are consistent across all
spectral bands. It simplifies the estimation process and reduces
computational complexity. Thus the model of obtaining Ji is
illustrated in Figure 1.

In order to estimate the high-resolution sequence and reverse
the decay of resolution mentioned above, we need to estimate
the noise level, the blur kernel and the motion. Among the
unknown parameters in the generative models, the smoothing
kernel K, which is equivalent to point spread functions in the
imaging process or the smoothing filter when video is down
scaled, parameter θi which controls the noise, and wi which
represent the motion information between consecutive frames.
For this we will use a Bayesian method called MAP as defined
in [22] and in the equation (1).

Authorized licensed use limited to: Norges Teknisk-Naturvitenskapelige Universitet. Downloaded on January 09,2024 at 13:18:49 UTC from IEEE Xplore.  Restrictions apply. 



(1)
{I ′,K ′, {θi} ′, {wi} ′}
= argmax

I,K,{θi},{wi}
p (I,K, {θi} , {wi} |{Ji})

The model estimates the unknown parameters, such as the
smoothing kernel and noise level, using adjacent frames and
applies Bayesian MAP inference to find the optimal solution.
The goal is to maximize the posterior probability, which is
the product of prior and likelihood according to [23], and
developed in equation (2).

(2)p(I,K, {θi}, {wi}|{Ji}) ∝ p(I)p(K)
∏
i

p(wi)
∏
i

p(θi)

p(J0|I,K, θ0)

1∏
i=−1,i̸=0

p(Ji|I,K, θi, wi)

Where i is the mutlispectral frame index. We assume an
exponential distribution for the likelihood in order to handle
outliers [24] (equation (3)).

(3)p (Ji|I,K, θi) =
1

Z (θi)
exp {−θi||Ji −DBFwiI||} ,

where Z (θi) = (2θi)
−dim(I) and especially the parameter

θi represents the noise level of frame i. The matrices D and B
stand for respectively, down sampling and filtering with kernel
blur K. Moreover, Fwi

is the warping matrix that correspond
to the flow wi.

To model the priors of image I , optical flow field wi

and blur kernel K, we used sparsity on derivative filter
responses. Sparsity on derivative filter responses is a technique
used to model the priors of image, optical flow field, and
blur kernel in the Bayesian model for super resolution. The
sparsity constraint encourages the filter responses to be mostly
zero, except for a few significant values, which helps to
reduce noise and improve the accuracy of the estimation.
This technique is commonly used in signal processing and
computer vision applications [25] to promote efficient and
robust representations of signals and images (See equations
(4) , (5) , (6)). For more mathematical explanation, we refer
the reader to this paper [26].

(4)p (I) =
1

ZI (η)
exp {−η||∇I||}

(5)p (wi) =
1

Zw (λ)
exp {−λ (||∇ui||+||∇vi||)}

(6)p (K) =
1

ZK (γ)
exp {−γ||∇K||}

Where ZI(η) (equation (4)), Zw(λ) (equation (5)), and
ZK(γ) (equation (6)) are normalization constants that depends
only on η, λ and γ. Moreover, ∇ (equation (7)) is defined as
the gradient, by extension

||∇I|| =
∑

||∇I(n)||

=
∑

(|Ix(n)|+|Iy(n)|) (7)

where Ix = ∂
∂xI , Iy = ∂

∂y I and n is the pixel index.
The flow field’s horizontal and vertical components, ui and
vi, uses the same notation. As proposed by Liu et al. [4].
We assumed that the conjugate prior for θi is a Gamma
Distribution (equation (8)) :

p (θi;α, β) =
βα

Γ (α)
θα−1
i exp {−θiβ} . (8)

Now that we have the prior and likelihood probability
distributions, we can use coordinate descend to do the
Bayesian MAP inference. Please note that the model have five
free parameters which are η, λ, γ, α, β.

A. Reconstructing High-Resolution Images

We estimate the high resolution multispectral image by
calculating the equation (9), using the most recent estimations
for the flow field wi, the blur kernel K, and the noise level θi

(9)

I ′ = argmin
I

θ0||DBI − J0||

+η||∇I||+
N∑

i=−N,i̸=0

θi||DBFwi
I − Ji||

The term θ0||DBI − J0|| measures the data fidelity or
the discrepancy between the down sampled and blurred
low-resolution image DBI and the observed low-resolution
multispectral image J0. Moreover, the term η||∇I||, enforces
sparsity on the gradient of the estimated high-resolution
image I . This term promotes smoothness in the image while
preserving edges and details. To use gradient-based methods,
we replace the L1 norm with a differentiable approximation,
which is ξ

(
x2

)
=

√
x2 + ϵ2 with ϵ = 0.001. Moreover, the

parameter η controls the strength of the sparsity regularization.
A sum over adjacent frames with i indicating current frame
index, where DBFwi

denotes convolution operation using
blur kernel estimate at ith frame index; this part encourages
consistency between consecutive frames. The overall objective
function aims to minimize differences between low resolution
input and high resolution output while also incorporating
constraints related to motion estimation. To solve this objective
function, the iteratively reweighted least squares (IRLS)
technique is employed. The IRLS [27] algorithm iteratively
estimates the high-resolution image I by updating its estimate
in each iteration.

B. Noise and Motion Estimation

We jointly estimate the flow field and the noise level on a
Gaussian image pyramid knowing the high resolution image
and the blur kernel. Therefore, the optical flow and noise
level are iteratively evaluated for each pyramidal level. In the
context of super-resolution, the Gaussian image pyramid is
created by successively applying Gaussian blurring and down
sampling operations to the original high-resolution image.
Each level of the pyramid represents a different scale or
resolution of the image. The coarsest level is the lowest
resolution image, and as we move up the pyramid, the
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(a) LR image (b) SR Bicubic (c) MAP (d) HR Image

Fig. 2: Our SR method is able to recover image details with a ×2 upsacale.

resolution increases [28]. The following equation is the closed-
form solution for the Bayesian MAP estimate for the noise
parameter θ′i =

α+Nq−1
β+Nqx̄

.

Where x̄ = 1
Nq

∑Nq

q=1|(Ji −BDFwi
I) (q) | is defined as

a sufficient statistic used to estimate the noise level in the
Bayesian MAP approach (following the convention in [28]).
Once the noise is known, the flow field wi is computed using
MAP and IRLS technique as depicted in equation (10).

(10)w′
i = argmin

wi

θi||BDFwiI − Ji||+λ||∇ui||+λ||∇vi||

The objective function is a weighted sum of data fidelity
and regularization terms, where the regularization term
λ(||∇ui||+||∇vi||) enforces smoothness of the motion field
and the high-resolution image. The optimization problem is
solved iteratively using the IRLS method, which alternates
between solving a linear system and updating the weights
based on the current estimate. Here again we approximate the
norm |x| by ξ

(
x2

)
C. Blur Kernel Estimation

Following the notation from [23], we only demonstrate
how to estimate the x-component kernel Kx given I and J0
without losing generality and assuming that the kernel K is
x− and y−separable : K = Kx � Ky , where Ky probability
distribution is the same as Kx. Therefore, we define each row
of the matrix A as the concatenation of pixels that correspond
to the filter K. Moreover, we define My : MyKx = Kx �
Ky = K. The estimation of Kx is depicted in equation (11).

(11)K ′
x = argmin

Kx

θ0||AMyKx − J ||+γ||∇Kx||

The method involves solving an optimization problem
that minimizes the difference between the low-resolution
observation and the convolution of the high-resolution image
with the estimated kernel, subject to a regularization term that
encourages spatial smoothness of the kernel. The optimization
problem is solved using the IRLS method.

IV. RESULTS AND DISCUSSIONS

In our study on multispectral SR, we utilized a publicly
available database from Benezeth et al. [29], which contains
a collection of five VNIR (Visible and Near-InfraRed)
multispectral videos containing between 250 and 2300 frames

Sample Video 1

Sample Video 2

Sample Video 3

Sample Video 4

Sample Video 5

Fig. 3: Sample of three consecutive images from different
videos. The video goes from left to right.

of spatial resolution 658 × 491. Each video in the database
consists of a sequence of frames. Each frame contains seven
spectral bands of which six are in the visible and one in the
near infra-red (NIR), illustrations of the data-set are presented
in Figure 3.

The inclusion of the NIR band allows for enhanced
perception and analysis of various materials and phenomena
that may exhibit distinct spectral characteristics in this region.
The dataset provided a valuable resource for evaluating
and benchmarking our proposed multispectral SR algorithm,
enabling us to assess its performance across different spectral

Authorized licensed use limited to: Norges Teknisk-Naturvitenskapelige Universitet. Downloaded on January 09,2024 at 13:18:49 UTC from IEEE Xplore.  Restrictions apply. 



TABLE I: Comparison of ESRGAN and MAP SR using
average PSNR, SSIM, and RMSE from the Videezy4K dataset

Method PSNR SSIM RMSE

ESRGAN ×2 32.09 0.8793 0.00634
Ours ×2 30.54 0.7467 0.076

bands and video sequences.
In our experimental analysis, we conducted a serie of

evaluations to assess the performance and effectiveness of
our proposed MAP for SR. To create a realistic simulation
of real-world imaging conditions, we initially applied a
blur operation followed by downscaling to the multispectral
sequence. [1] This step aimed to mimic the inherent limitations
and degradation commonly encountered in practical imaging
scenarios. Furthermore, to account for the presence of noise
in real data, we introduced a Gaussian noise into the blurred
and downscaled images. Figure 2 shows respectively, the low
resolution image, Bicubic SR image, MAP SR image (with a
×2 upscale) and HR image.

In order to demonstrate the effectiveness of our Bayesian
approach, we compared its results against those obtained
using conventional interpolation methods, including Bicubic,
nearest neighbor, and bilinear interpolation. By showcasing
the comparative results, we highlight the distinct advantages
and improvements achieved by our proposed Bayesian method
in terms of both quantitative metrics and visual quality. We
selected a set of 7 consecutive frames from each VNIR
video containing scenes with moving objects. We considered
factors such as object motion, scene complexity, and spectral
diversity during the selection process. Specifically, we aimed
to include scenes with diverse spectral content and varying
degrees of motion to evaluate the performance of our SR
MAP algorithm comprehensively. Furthermore, inspired by the
versatility of our multispectral SR algorithm, we explore its
applicability to RGB images. Unlike traditional SR algorithms
that handle all channels simultaneously, our method treats
each channel independently. To substantiate our findings, we
conducted a comparison with a well-established state-of-the-
art SR algorithm: ESRGAN [30] . We employed the RGB
dataset from Videezy4K, a benchmark dataset renowned for its
diverse and challenging image content. A dataset that contains
11 RGB videos and each videos contains 19 4K RGB images.

Comprehensive metrics including SSIM, PSNR and RMSE
are provided in Table II for VNIR videos. The results from
our experiments on the RGB dataset sourced from the Videezy
4K dataset are summarized in Table I.

The experimental results clearly demonstrate a significant
drop in performance when motion estimation is omitted from
the super-resolution process. Without motion estimation, the
algorithm fails to capture the temporal coherence between
frames, resulting in reduced image quality and an inability
to effectively compensate for motion-related artifacts. On
the other hand, incorporating motion estimation enables
the algorithm to align frames and accurately estimate

motion, leading to improved reconstruction quality and better
preservation of fine details. These findings highlight the crucial
role of motion estimation in achieving enhanced multispectral
super-resolution by leveraging temporal information and
mitigating artifacts.

V. CONCLUSION

In this study, we conducted a comprehensive analysis of
multispectral super resolution utilizing a publicly available
VNIR video database. Our research focused on developing a
novel Bayesian method for spectral image SR and compared
its performance against conventional interpolation techniques,
namely Bicubic, nearest neighbor, and bilinear interpolation.
Additionally, we extended our investigation to include
a comparison with a state-of-the-art method, ESRGAN,
which employs RGB image sequences. The results of this
comparative analysis showcased the promising performance of
our proposed algorithm. By leveraging neighboring frames to
enhance the reference frame without the need for any training.
This approach allowed us to achieve improved super-resolution
results and narrowed the performance gap between our method
and ESRGAN, highlighting the potential of our approach in
the field of multispectral super resolution.

In our experiments, incorporating motion estimation,
demonstrated superior performance compared to conventional
interpolation techniques. By effectively capturing temporal
coherence and reducing motion-related artifacts, our algorithm
achieved improved reconstruction quality and preservation
of fine details. The experimental results underscored the
significance of motion estimation in multispectral SR, as
neglecting this crucial aspect significantly impacted the overall
performance. Our research contributes to the understanding of
multispectral SR techniques, highlighting the importance of
leveraging temporal information to enhance the desired frame.

For future work, an interesting avenue would be to explore
the integration of joint super-resolution and demosaicing.
Combining these two tasks could lead to more comprehensive
image enhancement, addressing both spatial and color
resolution simultaneously. By leveraging the strengths of both
techniques, it is possible to achieve further improvements in
the visual quality and fidelity of spectral images.
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